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(57) Rezumat:

Inventia se refera la o metoda prin care modele statis-
tice de tip retele neuronale adanci care contin pe stra-
turi intermediare functii de activare care comprima un
domeniu deschis ntr-un codomeniu compact pot fi
antrenate Tn mod corespunzator folosind metode de
tipul urmaririi gradientilor fara a intélni fenomenul de
disparitie spontana a gradientilor. Metoda conform
inventiei foloseste o functie obiectiv suplimentara de

regularizare pentru procedura de antrenare cu urmari-
rea gradientilor care este astfel construita incat impie-
dica intrarea in zona de saturatie a activarilor pentru
straturile care folosesc functii de activare care Tsi
comprima domeniul.
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Aceasta inventie propune o metoda prin care modele statistice de tip retele
neuronale adanci (,deep neural networks”), si care contin pe straturi intermediare
functii de activare care comprima un domeniu deschis intr-un codomeniu compact
(»squashing” - ex. sigmoida logistica, tangenta hiperbolica), pot fi antrenate (,fitted”)
in mod corespunzator folosind metode de tip urmarirea gradientilor (,stochastic
gradient descent/ascent”) fara a intalni fenomenul de disparitie spontand a
gradientilor (,vanishing gradient problem”). Fenomenul de disparitie a gradientilor
este preintampinat prin controlul distributiei probabilistice a valorilor de activare pe
aceste straturi intermediare, folosind o metoda de calcul derivata din metoda gasirii
estimatorului de probabilitate maxima (,maximum likelihood estimator”) pentru o
distributie Beta.

Modelele statistice de tip retele neuronale adanci sunt antrenate in principal folosind
variatii ale ,stochastic gradient descent’, deoarece alte tipuri de metode sunt
nepractice, dat find numarul mare de parametri al acestor modele. In cursul
procesului de antrenare, in cazul in care modelul statistic retine pe cel putin unele
straturi intermediare functii de activare care comprima domeniul, valorile de activare
au tendinta spontana de a se concentra la capetele intervalului, unde functia de
activare se satureaza, iar derivata ei este foarte mica, ceea ce duce la ,disparitia
gradientilor”. Acest fenomen duce la disparitia semnalului de antrenare pentru unele
portiuni (straturile inferioare) ale modelului. De aceea, in aceste cazuri, folosirea
functiilor de activare care comprimad domeniul este evitatd, in favoarea funciiilor
deschise sau semi-deschise (,Rectified Linear Unit”, ,Exponential Linear Unit”).
Solutia tehnica propusa in aceasta cerere de brevet implicd generarea unui semnal
auxiliar de antrenare, prin formularea unei functii de regularizare a modelului pentru
fiecare dintre straturile cu functii de activare care comprima domeniul. Functia de
regularizare este astfel construitd incat efectul net al aplicarii gradientilor acestor
functii asupra parametrilor retelei este mentinerea valorilor de activare in afara
regiunilor de saturatie. Prin folosirea acestui semnal auxiliar, functile de activare
care isi comprima domeniul pot fi folosite in cadrul modelelor mari, ceea ce ofera

unele avantaje din punct de vedere al performantei modelului.
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Brevete si solutii existente

in literatura stiintificd de specialitate, si in brevetele similare, problema disparitiei
gradientilor in sisteme de invatare automata antrenate prin metode de tip urmarirea
gradientului sunt rezolvate folosind urmatoarele abordari:

(1) Folosirea unor functii de activare care nu comprimd codomeniul ['], [4,
US20180137413A1, US20190042922A1 (eg: RelLU, elLU si PRelLu);

(2) Propunerea unor constructii specializate care folosesc functii de activare ce
comprima codomeniul dar mentin valorile de activare in afara regiunilor de saturatie
(precum "Long Short Term Memory” [*], "Gated Recurrent Units” [*] pentru refele
neuronale recurente, sau invétare reziduald pentru retele neuronale liniare [°]);

(3) Propunerea unor protocoale de antrenare diferite de metoda urmaéririi
gradientului, care implicit mentin valorile de activare in afara regiunilor de saturatie:
WO02015011688A2;

(4) Mentinerea explicita a valorilor de activare in afara regiunilor de saturatie prin
penalizarea valorilor foarte mari [°], KR1020180027972, KR20180027972A (care
aparent propune o functie de activare care isi comprima codomeniul, dar care este
construitéd in asa fel incat sa penalizeze valorile foarte mari);

(5) Mentinerea explicita a valorilor de activare n afara regiunilor de saturatie prin
penalizarea divergentei distributiei reale a valorilor functiei de activare fatd de o
distributie dorita [].

Dezavantajele metodelor existente

in continuare sunt enumerate dezavantajele tipurilor de abordari enuntate mai sus:

e Folosirea unor functii de activare ce nu comprima codomeniul (1) are ca rezultat
obtinerea unor distributii ale valorilor de activare cu suport pe intervale deschise,

care sunt dificil de controlat si de esantionat (pentru sisteme generative);

' Glorot X, Bordes A, and Bengio Y. Deep sparse rectifier neural networks, 2011

2 Clevert DA, Unterthiner T, and Hochreiter S. Fast and accurate deep network learning by
exponential linear units (ELUs), 2015

3 Hochreiter S and Schmidhuber J. Long Short-Term memory. Neural Computation, 9:1735-1780,
1997

4 Chung J, Gulcehre C, Cho K, and Bengio Y. Empirical evaluation of gated recurrent neural networks
on sequence modeling, 2014

5He K, Zhang X, Ren S, and Sun J. Deep residual learning for image recognition, 2015

® Yoshida Y and Miyato T. Spectral norm regularization for improving the generalizability of deep
learning, 2017

7 Kingma DP and Welling M. Auto-Encoding variational bayes, 2013
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e Propunerea unor constructii specializate pentru evitarea problemei disparitiei
gradientilor (2) creste in mod semnificativ complexitatea sistemului de invatare
automata, ceea ce Ingreuneaza analiza sa cu scopul imbunatatirii performantei,
si/sau creste semnificativ puteréa de calcul necesara pentru invatare sau pentru
inferentd. De asemenea, folosirea metodelor de inferentd aproximativa (5)
introduc pasi suplimentari de esantionare in functionarea sistemului, cu acelasi
efect;

e Propunerea unor protocoale de antrenare diferite de metoda urmaririi gradientului
(3) impune necesitatea demonstrérii convergentei acestor protocoale, si introduce
modificari semnificative in suitele de componente software folosite pentru
antrenarea sistemelor de invatare automatd, care duc, de asemenea, la
cresterea semnificativd a complexitatii per ansamblu a solutiei;

e Mentinerea explicitd a valorilor de activare in afara regiunii de saturatie (4)
reprezintd in general o abordare cu stabilitate scézuta a procesului de invatare,
deoarece introduce in mod greu previzibil efecte nedorite precum scaderea
stabilitatii numerice a calculelor sau comprimarea patologica a distributiei valorilor
de activare prin efect de supra-compensare.

Avantajele metodei propuse

n continuare, enumerdm avantajele metodei propuse fatd de abordérile enuntate

mai sus:

e Metoda propune in mod explicit folosirea functiilor de activare care isi comprima
codomeniul, spre deosebire de unele dintre metodele alternative enuntate (1),

e Metoda nu propune constructii parametrice suplimentare la nivelul sistemului de
invéatare, spre deosebire de unele dintre metodele alternative enuntate (2), si nici
introducerea unor pasi suplimentari de esantionare, spre deosebire de unele
dintre metodele alternative enuntate (5), ceea ce permite analiza sistemului de
invatare automata folosind metode generice;

e Metoda se aplica folosind proceduri de invatare automatd de tip urmarirea
gradientului, spre deosebire de unele dintre metodele alternative enuntate (3),
ceea ce permite folosirea de solutii software mature, eficiente din punct de

vedere a puterii de calcul, si paralelizabile pentru implementare;
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e Metoda nu duce in general la scaderea stabilititi numerice a calculelor de
antrenare si inferentd, spre deosebire de unele dintre metodele alternative
enuntate (4).

Descrierea Metodei
Metoda propusa este folosité in implementarile cu retele neuronale artificiale adanci,
cu functii de activare care comprimé domeniul pe unul sau mai multe straturi ale
retelei.
Astfel de modele statistice de invéatare automata fac parte din clasa estimatorilor
parametrici de punct fix, pentru care se doreste gasirea printr-o procedura iterativa a
vectorului de parametri © (in acest caz reprezentand legaturile dintre ,neuroni”)
pentru care o functie obiectiv R(B) are o valoare extrema (minima sau maxima).
Deoarece se doreste gasirea acelui set de parametri pentru care probabilitatea
datelor este maxima, functia obiectiv R(0) este o transformare a functiei de
probabilitate maxima. Din cauza ca, de obicei, datele de intrare pentru antrenarea
modelului sunt reprezentate de esantioane independente intre ele din punct de
vedere statistic, functia de probabilitate factorizeaza, iar logaritmul ei poate fi
reprezentat ca o suméa de logaritmi ai probabilitatilor esantioanelor din setul de
antrenare. Din aceste motive tehnice, si din cauza ca, prin conventie, majoritatea
algoritmilor de optimizare cautd un minim, functia R(8) este reprezentata de obicei
de logaritmul cu semn schimbat al functiei de probabilitate a datelor (,negative
log-likelihood”).

Astfel, pentru orice nivel z al retelei, care foloseste o functie de activare cu un

codomeniu compact (considerat a fi, fara a pierde din generalitate, in intervalul [0,1]),

metoda propune introducerea unei functii suplimentare de regularizare w(0),

calculata dupa formula de mai jos:

d 1 N , g 1 N ' 2-|
0 =3 ([ g 2w o (gm0

J

unde d este numarul total de componente (noduri) pe nivelul z, N este numarul de
esantioane disponibile in sectiunea curentd a setului de antrenare, iar z este

valoarea (numar real) nodului j de pe stratul z obtinutd prin aplicarea la intrarea
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retelei a esantionului de antrenare indexat de i, iar In este logaritmul natural cu
argument real.
Functia de mai sus are ca argument parametrii modelului 6, deoarece valorile " de
pe straturile intermediare sunt functii z"(x", 8) care au ca argument intrarile x® si
vectorul de parametri 8. Gradientul V (w) al acestei functii relativ la vectorul de
parametri 8 este bine definit si poate fi calculat prin metode simbolice sau estimat
prin metode numerice, ceea ce permite utilizarea acestei functii ca obiectiv in cadrul
procedurilor de antrenare de tip urmarirea gradientului.
Pentru cazurile in care functia obiectiv R(8) este derivata ca fiind logaritmul cu semn
schimbat al functiei de probabilitate a datelor (,negative log likelihood”), ca in modele
de tip ,autoencoder”, modele de inferenta discriminativa, conditionala etc., dar si
pentru cazurile in care functia obiectiv este o aproximare, ca in modele care folosesc
inferentd aproximativa prin calculul variational (ex: autoencodere variationale;
modele adversative) sau care, in general, folosesc forme de estimare prin contrast
cu esantioane false ale setului de antrenare (,noise contrastive estimation”), functia
de regularizare propusa w(8) poate fi adunata direct functiei obiectiv R(8), pentru a
obtine un obiectiv surogat R’(8), care poate fi folosit in sine in procesul de urmarire a
gradientilor, eventual prin intermediul unui multiplicator Lagrange A (un numar real
care descrie importanta relativa a obiectivului principal R(8) fata de obiectivul de
regularizare w(8), ales convenabil in functie de problema):

R’(6) = R(0) + Aw(0)
In aceste cazuri, prin urmarirea unui gradient care reduce valoarea functiei w, se
reduce de fapt divergenta relativa (in sens Kullback—LeibIer) intre distributia valorilor
componentelor z; ale nivelului respectiv si o distributie uniformé pe intervalul [0,1],
ceea ce are ca efect net parasirea regiunii de saturatie a functiei de activare pentru
stratul z in cadrul procesului de antrenare, ceea ce adreseaza in mod direct
problema disparitiei gradientilor.
Acest efect se obtine deoarece functia w este construitd ca o suma de distante peste
componentele stratului z intre distributia actuald a componentelor, aproximata ca o
distributie Beta(a,B) cu parametri necunoscuti, si o distributie obiectiv uniforma
exprimata ca o distributie Beta(1,1). Aceastd distantd aproximeaza divergenta in

sens Kullback-Leibler dintre distributia actualda pe componente si o distributie

15
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uniforma, cu conditia ca entropia (in sens Shannon) pe stratul intermediar z sa fie
aproape de maxim, ceea ce se poate obtine in general reducand cat mai mult
dimensiunea (numarul de noduri) a stratului intermediar.

Descrierea rezultatelor din desenele explicative

in figura 1, este prezentat schematic un exemplu de retea neuronala adanca de tip
~autoencoder”, care fnvatd sa reconstruiascé intrérile x, si care foloseste metoda
propusd. Reteaua neuronald are in acest caz un singur strat z care foloseste o
functie de activare care 1si comprima domeniul, aflat dupa un numar arbitrar de
straturi ale unui ansamblu de tip ,encoder”, si inaintea unui numar arbitrar de straturi
ale unui ansamblu de tip ,decoder”.

Sunt evidentiate in figura cele doua componente ale functiei de antrenare. Cu verde,
componenta R(8), reprezentand eroarea de reconstructie ("reconstruction negative
log-likelihood”) folositd pentru a antrena reteaua sa-si reconstruiasca intrarile,
impreuna cu domeniul de parametri care este influentat de aceasta componenta
(-encoder” si ,decoder”). Cu albastru, componenta w(8), reprezentand functia de
regularizare propusa Tmpreund cu domeniul sdu (doar straturile care duc la
reprezentarea z, si anume componenta ,encoder”).

De asemenea, este reprezentata stilizat restrangerea entropiei in sens Shannon pe
stratul z, prin reducerea graduald a dimensiunii straturilor in ,encoder”, si revenirea
graduald la dimensiunea originala n ,decoder’. Mai mult, se evidentiazd si
posibilitatea folosirii de obiective suplimentare impreuna cu cele doua enuntate, in

cadrul unor eventuale proceduri de optimizare de tip multi-obiectiv.
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REVENDICARI

O metoda de calcul a unei functii obiectiv suplimentare de regularizare w(6)
ce poate fi folosita pentru rezolvarea problemei gradientilor care dispar la
folosirea unei functii de activare care isi comprima domeniul (,squashing”) in
cadrul unui model de invatare automata de tip retea neuronald adanca,
antrenat printr-o procedura de tip urmarirea gradientilor (,stochastic gradient
descent’). Functia obiectiv suplimentard este diferentiabild simbolic sau
numeric, cu conditia ca numarul de componente ale straturilor pentru care se

aplica functia suplimentara sa fie minim, si se calculeaza folosind formula:

o d WY g ) ]
cb(())zl(l + NZM}”) + (1 +N21n(1 - zj."))J

4

Metoda este compatibiléd cu implementarile de tip retea neuronala ce folosesc
sisteme de diferentiere simbolicad automatizata (,autograd”), si cu strategiile
de paralelizare (ex. ,gradient averaging”) ale acestor implementari.

Metoda poate fi aplicatd unui numar oricat de mare de straturi ce folosesc
functii de activare care isi comprima domeniul, intercalate eventual cu straturi
ce folosesc functii de activare cu domeniul deschis.

Metoda este compatibila cu orice fel de functii obiectiv derivate din metoda
gasirii estimatorului de probabilitate maxima (,maximum likelihood
estimation”), caracteristice modelelor statistice de inferenta conditionala, sau
de estimare a densitatilor de probabilitate (ex. ,autoencoder”).

Metoda este compatibilé cu functii obiectiv care nu sunt calculate prin metoda
gasirii estimatorului de verosimilitate maxima, ci sunt derivate ca aproximari
ale acestuia (inferenta aproximativa), cum ar fi cele folosite in inferenta
variationala (,Stochastic Gradient Variational Bayes”), sau cele obtinute in
modele care folosesc forme de estimare prin contrast cu esantioane false ale
setului de antrenare (,noise contrastive estimation”), incluzand si modele

adversative (,Generative Adversarial Networks”).

U
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DESENE EXPLICATIVE
X' = plx) €—— functie de activare

R(6) impusa de zlegerea
- distributiei plx)

«<—— orice fel de functie
de activare
{ex. RelU, eLU)

care z ~ p(2)
pentru z <“—— functie de activare care
comprima domeniul
pe cel putin unul dintre
straturi, notat cu z

€——  orice fel de functie
de activare
{ex. RelU, elU)

x ~ p(x)
Fig. 1. Diagrama schematica cu un exemplu de autoencoder ce foloseste metoda

propusa.
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