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(57) Rezumat:

Inventia se refera la o metoda de recomandare de
articole si autori relevanti, utilizadnd un spatiu vectorial
de reprezentare unificata, rezultat din antrenarea unei
retele (1) neurale pe un corpus de articole. In vederea
calculului reprezentarii unificate in spatiul vectorial,
reteaua (1) foloseste descrierea articolului, autorii
acestuia, cét si articolele citate, reprezentarea fiind
folosita atat pentru ordonarea dupa importantd a
autorilor si articolelor dintr-un corpus (2), céat si pentru
recomandarea (3) de articole similare relevante. Pentru
calculul importantei unui articol dintr-un domeniu sunt

folosite metrici de centralitate in spatiul nou generat, iar
in cazul documentelor noi este folositd reteaua (1)
neurald deja antrenata pe un corpus dat, in vederea
generarii unei reprezentari vectoriale in acelasi spatiu
unificat in care se calculeaza similaritatea cu celelalte
documente din corpus, si se sorteaza descrescator
dupa proximitate.
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Inventia se referd la o metoda de invatare a unor reprezentdri vectoriale unificate
a articolelor si a autorilor. Acest model este inspirat din alte modele de
reprezentare a cuvintelor, care, pentru calculul acesteia, invatd s prezica

cuvintele care apar 1n contexte similare cu un termen dat.

Brevetul US 4839853 A descrie un model de reprezentare a unui document intr-
un spatiu vectorial latent pornind de la o matrice termen-document de aparitii ale
cuvintelor in documente. Similaritatea cosinus este aplicatd intre vectorii
documentelor in vederea calculului distantei semantice dintre acestea.
Dezavantajul metodei constd in faptul ca aceasta tine cont doar de continutul
documentelor, si nu de alte relatii alternative care pot fi usor identificate intre
documente (spre exemplu, autori comuni care induc interese similare, sau

referinte bibliografice identice care denota surse de interes comun).

Brevetul US 6523026B1 prezintd un model computational ce constd in atasarea
unor vectori multidimensionali documentelor text cu scopul de a le grupa in
categorii. Reprezentdrile abstracte ale termenilor sunt puncte intr-un spatiu
vectorial, incapsuland tiparele aparitiei termenilor din domeniul sursa.
Dezavantajul principal al acestei solutii este faptul cd recomandarea nu se
realizeaza intr-un mod suficient de granular, utilizatorul primind doar un grup de

documente similare.

Brevetul US 6922699B2 este similar cu cel anterior, Insd, in plus, foloseste in
cadrul vectorilor multidimensionali o componenta ce tine cont de comportamentul
utilizatorilor, prin agregarea istoricului de navigare al acestora. Modelul
calculeaza distante semantice intre documente cu scopul de a le asocia categorii,

folosite ulterior pentru recomandare. Dezavantajul acestei metode este faptul ca
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nu integreaza metrici de similaritate semantica pentru calcularea distantelor dintre

documente din prisma continutului acestora.

Brevetul CN 103617157A prezintd un model de aproximare a distantelor
semantice dintre documente folosind cuvintele cheie din cadrul acestora.
Distantele se calculeaza individual si se aduna pentru generarea unui scor global
pentru aproximarea distantei dintre doua documente. Dezavantajul principal al
metodei este faptul ca nu tine cont de relatiile alternative mentionate anterior

pentru exprimarea similaritatii dintre documente.
Avantajele reprezentérii unificate conform inventiei constau in:

= Reprezentarea unui articol tine cont de descrierea textuald aferenta,
autorii acestuia si articolele citate / referite;

= Metoda permite calculul similaritatii intre autori, nu doar intre
documente;

= Doua articole pot fi mai apropiate in spatiul de reprezentare unificata
inclusiv in conditiile in care acestea au autori sau articole citate
similare, nu neaparat aceleast;

" Vitezd 1n obtinerea reprezentdrii unificate prin folosirea unei
arhitecturii optimizate de retele neurale versus descompunerile clasice
bazate pe valori singulare (SVD - Singular Value Decomposition).

Modelul propus, prezentat in Error! Reference source not found., foloseste
textul din descrierea articolului, autorii si articolele referite pentru a prezice
articolele similare cu acesta. Descrierea articolului (rezumat, fragment relevant
sau textul integral aferent) este impartitd in cuvinte, reprezentate ulterior intr-un
spatiu semantic pre-antrenat (1.1), de dimensiune d.. Autorii articolului, precum
si articolele citate sunt reprezentati prin vectori (de dimensiuni d_, si d,-) antrenati

pe un corpus de articole dintr-un domeniu, initializati in mod aleatoriu (1.2 si 1.3).

In urma acestor preprocesari, cele trei intrari ale retelei sunt reprezentate prin trei

matrice de dimensiuni variabile , care depind de numarul de cuvinte din descriere
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(n:), numérul de autori al articolului (), respectiv numarul de articole citate
(nar). Aceste reprezentari diferite sunt aduse intr-o dimensiune fixd (spre
exemplu, prin aplicarea mediei aritmetice sau ponderare printr-un model bazat pe
atentie) (1.4, 1.5 si 1.6) si apoi concatenate, obtinand un vector de dimensiune
cumulata d, + d,,; + du(1.7). O transformare vectoriala (1.8) este aplicatd asupra
acestui vector pentru a-1 transpune in spatiul vectorial al articolelor, unde va fi

comparat cu toate articolele din corpus (1.9).

Pentru calculul similaritatii dintre articole se foloseste produsul scalar dintre
vectorul construit de retea si vectorii fiecirui articol din corpus, aceiasi vectori
utilizati totodatd ca intrare in retea. In faza de antrenare, modelul invata s
detecteze articolele similare, pentru fiecare articol din corpus. Un articol este

considerat similar daca respectd una dintre urméatoarele conditii:

= Similaritatea semantica dintre descrieri, calculatd conform unui model
semantic, depaseste un prag prestabilit;

= (Cele doua articole au cel putin un autor in comun;

» (Cele doui articole sunt impreuna citate de un alt articol,

= (Cele doua articole citeaza un acelasi alt articol.
In urma etapei de antrenare, reteaua invati reprezentiri vectoriale unificate pentru
fiecare articol si autor din corpus, precum si parametrii necesari pentru
transformarea vectoriald din ultimul strat al modelului. Aceste reprezentari si
parametri sunt folositi ulterior de cele doud module propuse, Modulul de ordonare
a articolelor dupa importantd (2) si Modulul de recomandare de articole

relevante (3).

Modulul de ordonare a articolelor dupd importantd (2) foloseste vectorii calculati
prin metoda descrisd anterior pentru a construi un graf bi-modal neorientat
continand 2 tipuri de noduri (articole si autori) pe care se pot calcula diverse
metrici de centralitate. Graful corespunzétor colectiei de articole si autori aferenti

utilizati la antrenarea modelului are la bazd muchii ce reflectd o similaritate
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cosinus in spatiul de reprezentare unificatad peste un prag minim prestabilit in
intervalul [0; 1]. Diverse metrici de centralitate specifice teoriei grafurilor (spre
exemplu, gradul unui nod reflectat In suma ponderilor muchiilor, centralitatea ca
inversul distantelor minime la toate nodurile din graf) sunt aplicate ulterior
construirii acestui graf, in vederea identificarii importantei unui nod in cadrul

colectiei de documente.

Modulul de recomandare de articole relevante (3) este utilizat pentru
reprezentarea unor articole noi, neutilizate in faza de antrenare. Aceste articole
sunt trecute prin aceeasi retea neurald antrenata anterior, folosind descrierea si
reprezentarea cuvintelor continute, precum si autorii §i articolele referite care
existau in corpusul initial utilizat la antrenare si pentru care existd vectori
calculati. Reteaua calculeaza un vector pentru articolul nou, care poate fi folosit
pentru a gasi articole similare utilizdnd proximitatea sau similaritatea cosinus din

spatiul vectorial.
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Revendicari

La inventia ,,Metoda de recomandare de articole si autori relevanti utilizand un

spatiu vectorial de reprezentare unificat” revendicam:

1. Metoda de calcul a reprezentarii unificate a articolelor si autorilor dintr-un
domeniu intr-un spatiu vectorial, in vederea facilitarii regasirii de resurse
relevante.

2. Arhitectura specificd de retele neurale (1) care optimizeaza calculul
similaritatii dintre articole avand la baza 3 tipuri de legaturi intre documente:
co-autori (autori comuni), co-citdri (articolele referite identice), si
similaritatea semantica Intre textele aferente (abstracte, fragmente de text sau
documentul integral).

3. Metoda de ordonare a articolelor si a autorilor (2) folosind metrici de
centralitate in spatiul vectorial de reprezentare unificata.

4. Metoda de recomandare de articole relevante (3) pornind de la un nou
document folosind metoda de calcul a reprezentérii acestuia in spatiul
vectorial unificat antrenat pentru un corpus dat, precum si functia de

similaritate aplicatd in spatiul de reprezentare unificata aferent.
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Descriere tehnica

Inventia se referd la 0 metoda de invatare a unor reprezentari vectoriale unificate
a articolelor si a autorilor. Acest model este inspirat din alte modele de reprezentare
a cuvintelor, care, pentru calculul acesteia, invatd sa prezica cuvintele care apar in

contexte similare cu un termen dat.

Brevetul US 4839853A descrie un model de reprezentare a unui document intr-un
spatiu vectorial latent pornind de la o matrice termen-document de aparitii ale
cuvintelor in documente. Similaritatea cosinus este aplicatd intre vectorii
documentelor in vederea calculului distantei semantice dintre acestea.
Dezavantajul metodei constd in faptul cd aceasta tine cont doar de continutul
documentelor, si nu de alte relatii alternative care pot fi usor identificate intre
documente (spre exemplu, autori comuni care induc interese similare, sau referinte
bibliografice identice care denota surse de interes comun).

Brevetul US 6523026B1 prezintd un model computational ce constd in atasarea
unor vectori multidimensionali documentelor text cu scopul de a le grupa in
categorii. Reprezentdrile abstracte ale termenilor sunt puncte fintr-un spatiu
vectorial, incapsuland tiparele aparitiei termenilor din domeniul sursa. Dezavantajul
principal al acestei solutii este faptul cd recomandarea nu se realizeaza intr-un mod

suficient de granular, utilizatorul primind doar un grup de documente similare.

Brevetul US 6922699B2 este similar cu cel anterior, ins3, in plus, foloseste in cadrul
vectorilor multidimensionali o componentd ce tine cont de comportamentul
utilizatorilor, prin agregarea istoricului de navigare al acestora. Modelul calculeaza
distante semantice intre documente cu scopul de a le asocia categorii, folosite
ulterior pentru recomandare. Dezavantajul acestei metode este faptul ca nu
integreaza metrici de similaritate semanticd pentru calcularea distantelor dintre

documente din prisma continutului acestora.

Brevetul CN 103617157A prezinta un model de aproximare a distantelor semantice
dintre documente folosind cuvintele cheie din cadrul acestora. Distantele se

O.S.L.M. |11/022019
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calculeazd individual si se adund pentru generarea unui scor global pentru
aproximarea distantei dintre doua documente. Dezavantajul principal al metodei
este faptul ca nu tine cont de relatiile alternative mentionate anterior pentru

exprimarea similaritatii dintre documente.
Avantajele reprezentdrii unificate conform inventiei constau in:

» Reprezentarea unui articol tine cont de descrierea textuala aferentd,
autorii acestuia si articolele citate / referite;

* Metoda permite calculul similaritdtii intre autori, nu doar intre
documente;

= Doud articole pot fi mai apropiate in spatiul de reprezentare unificata
inclusiv in conditiile in care acestea au autori sau articole citate similare,
nu neapadrat aceleasi;

» Vitezd in obtinerea reprezentdrii unificate prin folosirea unei arhitecturii
optimizate de retele neurale versus descompunerile clasice bazate pe

valori singulare (SVD - Singular Value Decomposition).

Modelul propus, prezentat in Figura 1, foloseste textul din descrierea articolului,
autorii si articolele referite pentru a prezice articolele similare cu acesta. Descrierea
articolului (rezumat, fragment relevant sau textul integral aferent) este impartita
in cuvinte, reprezentate ulterior intr-un spatiu semantic pre-antrenat (1.1), de
dimensiune 4. Autorii articolului, precum si articolele citate sunt reprezentati prin
vectori (de dimensiuni daur Si dar) antrenati pe un corpus de articole dintr-un

domeniu, initializati in mod aleatoriu (1.2 si 1.3).

In urma acestor preprocesari, cele trei intrdri ale retelei sunt reprezentate prin trei
matrice de dimensiuni variabile, care depind de numarul de cuvinte din descriere
(ng), numarul de autori al articolului (n7a,), respectiv numarul de articole citate
(nar). Aceste reprezentdri diferite sunt aduse intr-o dimensiune fixa (spre exemplu,
prin aplicarea mediei aritmetice sau ponderare printr-un model bazat pe atentie)
(1.4, 1.5 si 1.6) si apoi concatenate, obtinand un vector de dimensiune cumulata
a: + daur + dat(1.7). O transformare vectoriala (1.8) este aplicatd asupra acestui
vector pentru a-l transpune in spatiul vectorial al articolelor, unde va fi comparat

cu toate articolele din corpus (1.9).

I
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Pentru calculul similaritatii dintre articole se foloseste produsul scalar dintre
vectorul construit de retea si vectorii fiecdarui articol din corpus, aceiasi vectori
utilizati totodatd ca intrare in retea. in faza de antrenare, modelul invatd s3
detecteze articolele similare, pentru fiecare articol din corpus. Un articol este

considerat similar dacd respecta una dintre urmdtoarele conditii:

» Similaritatea semanticd dintre descrieri, calculatda conform unui model
semantic, depdseste un prag prestabilit;

» Cele douad articole au cel putin un autor in cornun;

» Cele douad articole sunt impreuna citate de un alt articol;

» Cele doua articole citeaza un acelasi alt articol.

in urma etapei de antrenare, reteaua invata reprezentdri vectoriale unificate pentru
fiecare articol si autor din corpus, precum si parametrii necesari pentru
transformarea vectoriala din ultimul strat al modelului. Aceste reprezentdri si
parametri sunt folositi ulterior de cele doua module propuse, Modu/ul de ordonare
a articolelor dupa importanta (2) si Modulul de recomandare de articole relevante

(3).

Modulul de ordonare a articolelor dupd importanta (2) foloseste vectorii calculati
prin metoda descrisda anterior pentru a construi un graf bi-modal neorientat
continand 2 tipuri de noduri (articole si autori) pe care se pot calcula diverse metrici
de centralitate. Graful corespunzator colectiei de articole si autori aferenti utilizati
la antrenarea modelului are la baza muchii ce reflectd o similaritate cosinus in
spatiul de reprezentare unificatd peste un prag minim prestabilit in intervalul [0; 1].
Diverse metrici de centralitate specifice teoriei grafurilor (spre exemplu, gradul unui
nod reflectat in suma ponderilor muchiilor, centralitatea ca inversul distantelor
minime la toate nodurile din graf) sunt aplicate ulterior construirii acestui graf, in

vederea identificarii importantei unui nod in cadrul colectiei de documente.

Modaulul de recomandare de articole relevante(3) este utilizat pentru reprezentarea
unor articole noi, neutilizate in faza de antrenare. Aceste articole sunt trecute prin
aceeasi retea neurald antrenata anterior, folosind descrierea si reprezentarea
cuvintelor continute, precum si autorii si articolele referite care existau in corpusul

initial utilizat la antrenare si pentru care existd vectori calculati. Reteaua calculeaza
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un vector pentru articolul nou, care poate fi folosit pentru a gasi articole similare

utilizand proximitatea sau similaritatea cosinus din spatiul vectorial.
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Revendicari

1. Metoda de recomandare de articole si autori relevanti utilizdnd un spatiu
vectorial de reprezentare unificat, cuprinzand o faza de antrenare si o faza
de test, caracterizata prin aceea cd, in faza de antrenare, se aplica un
algoritm bazat pe retele neurale pentru generarea unei reprezentdri
unificate intr-un spatiu vectorial al articolelor si autorilor dintr-un domeniu,
algoritm care cuprinde o prima etapd in care se initializeaza trei intrari ale
retelei, si anume matricea cu descrierea articolului (rezumat, fragment
relevant sau textul integral aferent) care contine fiecare cuvant si
reprezentarea vectoriald a acestuia intr-un spatiu semantic pre-antrenat,
matricea cu autorii ai ciror vectori sunt initializati in mod aleatoriu si
matricea cu articolele referite ai cdror vectori sunt initializati in mod
aleatoriu; intr-o a doud etapd, se transpun reprezentdrile diferite ale
matricelor anterioare intr-o forma fixa; intr-o a treia etapa se concateneaza
reprezentadrile fixe ale textului, autorilor si articolelor referite; intr-o a patra
etapd, se aplicd o transformare vectoriald a reprezentdrii concatenate in
spatiul articolelor; intr-o a cincea etapd se compara articolul curent cu toate
celelalte articole din corpus, ale cdror reprezentari sunt folosite la intrare,
prin utilizarea unui produs scalar care determind similaritatea dintre doua
articole; intr-o a sasea etapd, se propagd eroarea in retea, eroare care
reflecta 4 conditii: similaritate semanticd dintre descrieri, existenta unui
autor in comun, citarea célor doua articole intr-un alt articol, sau citarea
unui acelasi articol; intr-o a saptea etapd, se ordoneaza articolele si autorii,
dupd finalizarea antrendrii si convergenta retelei, folosind metrici de
centralitate in spatiul vectorial de reprezentare unificata si se trece la faza
de testin care, intr-o primé etapd, se calculeazd reprezentarea unui nou
document in spatiul vectorial unificat pentru un corpus dat folosind réteaua
neurald antrenatd in prealabil si in a doua etapd se identificid cele mai

apropiate articole si autori din spatiul vectorial existent folosind valori in
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ordine descrescatoare a similaritdtii aplicate in spatiul de reprezentare
unificat aferent.

. Metoda conform revendicdrii 1, caracterizatd prin aceea cd reteaua neurald
are o arhitectura recurenta.
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